Graduality and closedness in consonantal phonotactics
—a perceptually grounded approach

Zoltan Kiss

The paper suggests that the phonotactics of languagesdifigiays gradual, non-categorical
patterns, in the sense that not all possible combinatiangrmmatical along the various di-
mensions of segmental contrast. The graduality of photiosas a property that will be shown
to be better explained by models that employ perceptioedasnctional principles, such as
perception cue licensing according to relative contex, @monotactic closedness. The phono-
tactic space of a language will be claimed to be defined byatghical perceptual difficulty
scales that linearly order the various syntagmatic reiate segment can enter into. All exist-
ing items (marked as well as unmarked—in the perceptual #sawestatistical sense) in the
language are accounted for in this model, what is more, fhage in the phonotactic space is
also predicted. In this model, thus, the notions ‘excepaticend ‘accidental gap’ are meaning-
less. Where exactly a language draws the line between aastittat it makes use of and those
that it does not, is arbitrary, but if a perception-wise nearkluster is used in a language, then
our model will predict that all the other clusters that arecpptually better cued will also occur
in the language, in accordance with the principle of phoctat&losedness. Phonotactic gradu-
ality and closedness will be demonstrated in the consohpintaotactics of languages that are
often referred to as possessing ‘complicated’ phonotsdticngarian, English, and Slovak.

1. Introduction: the graduality of ‘complicated’ phonotacsystems

The precise explanation of the consonantal phonotactienstof languages that display what
is sometimes referred to as ‘complicated’ syntagmatic eeges has proven to be a serious
problem for traditional, representational phonologibaidries. These languages include, among
numerous others, Hungarian, Slovak, Polish, and Englieke.phonotactics of these languages
can be characterized by the propertygodduality. This means that certain consonantal clusters
are fairly common (the statistical aspect of which is thairtkype frequency is high), whereas
others are rare (their type frequency is low), and other—emtise theoretically possible —
combinations do not exist at all. In this paper, | would likeapproach the phonotactics of
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these languages from a perceptually grounded point of widugh | claim to be able to avoid
the difficulties that the representational models necégdave to face. The central notion of
the paper is that segmental contrast prefers to occur ima@mnwients where its perceptibility is
cued the most robustly (cf. Steriade 1997; 1999). Less falmde environments in this respect
will result in the contrast being less perceptible, whichyragen lead to its absolute loss (i.e.,
neutralization). Segmental contrasts can thus be places merception-grounded hierarchy,
one end of which represents the best context(s) for the pgoceof the given contrast, the
other end the worst ones. The relevant consonant clust#f#lwn this scale according to how
robustly the contrast in question is cued. The model wiltprethe graduality of the distribu-
tion of these clusters: the more common clusters will octuha better cued position of the
scale, while the rare ones at the badly cued positions.

The phonotactics of a language can thus be claimed to be a dpéined by these perceptual
difficulty hierarchies that linearly order the various sagrnatic relations a segment can enter
into. As an example, let us consider one such slice of the gilactic space of Hungarian
consonant clusters, the distribution of palatal stopsteefibial/dental consonants and vowels
in intervocalic position in monomorphemic worts.

(1) The distribution of palatal stops before labial/def@a) and Vs (intervocalic position)
(cf. Siptar & Torkenczy 2000:129)

| C.=labial | C.=dental |
before Vs: cV (kutya), 5V (bogyd) cV (batyu), 5V (ragya)
before approximants: cv (kotyvasz), yv (fegywer) cl (trotyli,), 51 (kagyld)
before nasals: cm (trutymd), ym (hagyma) *cn, *jn
before fricatives: cf (fityfiritty ,) *cs, jz (jegyd,)
before stops: cp (pitypang,), b (bugyborék) rct, *5d

Glosseskutya‘dog’, bogyd'berry’, batyu‘bandle’,ragya‘pockmark’, kotyvasztconcoct’, fegyver
‘weapon’,trotyli ‘tramp’, kagylé‘shell’, trutymdé‘suspicious substancehagyma‘onion’, fityfiritty
‘imp’, jegyz&'town clerk’, pitypang‘dandelion’,bugyboréKbubble’.

The table tells us that not all combinations are possibles ddntrast of a palatal stop ¢ate-
gorically neutralizedthat is, no words occur) before dental nasals and dentass#lso, the
voiceless palatal stop does not occur before a voiceledaldanative. Moreover, as indicated
by the type frequency numbers, some clustersvaaekedfrequency-wise, as they occur in but
a handful of words (this we may callartial neutralizatior).

Traditional phonological theories, making use of suchesentational devices as distinctive
features, gross natural classes, prosodic constituekestfle syllable), regardless of whether
they are derivational, principles/parameters or constitaased, face difficulties in giving a pre-
cise account of generalizations, like those tabulated iodeT@l). For example, a syllable-based

1An independent phonotactic constraint does not allow twatralents with different voicing to stand next to
each other in Hungarian. That is, only voiceless — voicelasd voiced — voiced sequences are allowed. In the
first row, | also included examples of the palatal stops bé&tigwed by a vowel. The subscript numbers in some
cases indicate that the cluster in question only occurs éasriwo words, that is, its type frequency is low. I'm
using IPA symbols (they are in bold face).
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model must declare that the clusters in (1) are coda—ongstect (they cannot be complex
or branching onsets as they cannot stand word-initialkgirteonority profile does not make
them a suitable branching onset; they cannot be complexsceitl@er, because they do not
occur word-finally, or before other consonants). If it isyoRlrosodic Licensing that is the
driving force behind the distribution of segments, than w&armot explain why some clusters
are grammatical, why others are not well-formed, and whersttare marginal. More con-
cretely, if we allow for palatals in the coda, then our moddl wvergenerateas it does not
account for the lack of palatal-nasal, palatal-stop ctagtéeir ungrammaticality in Hungar-
ian will have to be regarded as accidental, the non-existieisters asaccidental gapg? If
we do not allow for palatals in the coda, then the situatiomeversed: our model wilinder-
generate the existing palatal-consonant clusters will have to bated asexceptions The
syllable-based models will have to resort to additionaliick=vto account for these regularities,
most of which are rather arbitrary. They include ‘Syllablentact Laws’ (Vennemann 1988,
Clements 1990), ‘inter-constituent government’ (Kayelet1@90, Rice 1992, Harris 1994), just
to name but a few. Note further that the so-callezbntext-independenor absolutauniversal
markednessonsiderations cannot play a role in the explanation of iseildutional asymmetry
in (1) either. According to Maddieson (1984:32), in the UP Slatabase, more languages have
consonants in the coronal area than in the labial one, infuhigersal’ sense then labials are
more marked. The problem is that in the case of (1), the alsisthose second member is a
dental are actually the ungrammatical, missing ones. Whgtus universally marked proves
to be unmarked in Hungarian.

To sum up the discussion so far, we have seen that languagfesavisonant clusters of
the ‘complicated’ kind, like Hungarian, cannot precise§/dccounted for by traditional (such
as syllable-based) phonological models. In the case ofilages with ‘simple’ phonotactids,
those theories are more successful because a given cditrasfiven dimension of the phono-
tactic space) either always occurs, or never does so. Sunbrefactic space can be represented
by a rectangle shape, as in (2a). Since the syllable-basddlsaim at a simple model, they
are successful at capturing a simple (i.e., non-graduahgtactic space. In the case of a more
complicated phonotactic space, displaying a gradual,esrdted’ shape (2b), the simplicity-
oriented model can either partially cover the gradual spiaeece leave out parts, which will be
treated as exceptions) or will also include areas that ddeloing to the original space (those
will be treated as accidental gaps); both cases are showreligterrupted lines in (26).

2The term ‘accidental’ here doe®t mean the accidentalness represented by the (well-known@gaof
the) non-existent wordlick in the English lexicon, which is a possible word phonotailyc(as it contains licit
sequences, occurring in existing words), it just happeh&ta nonsense word in the language.

3For example, Toérkenczy (1994:384) as well as Siptar & Tockgr(2000) introduce the Antipalatal Con-
dition, claiming that ‘E, 3, n] make an interconstituent cluster ill-formed irrespeetof whether they occur in
the first or the second position’ (Siptar & Torkenaozp.cit:137); clearly, they have to treat existing words like
pitypang‘dandelion’, pletyka‘rumour’, etc., as exceptional, not to mention the fact ttet condition against
palatals must be introducé@daddition tothe general (trans)syllable-building algorithm, whiclvausly weakens
its explanatory force.

4They include languages where a consonant may only occuréefwowel (CV languages), or what are
referred to as the ‘Prince languages’, where only clustetiseschomorganic nasal—stop kind or geminates occur.

SFor arguments and further illustrations of the represantadf the phonotactic space as a sum of two-
dimensional coordinate systems, see Rebrus & Tron (2002).
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(2) a. ‘simple’ phonotactics b. ‘complicated’ phonotactics

ungrammatical )
- ungrammatical
grammatica .
grammatical

c. the simplification of ‘complicated’ phonotactics

exception ungrammatical
accidental
. gap
grammatical

As an example how a simplicity-oriented model may fail in gacases, let us consider the voic-
ing contrast of coronal stops in word-initial position imeélk languages, English, Hungarian, and
Slovak. We may represent this chunk of the consonantal ghotiospace in a two-dimensional
coordinate system, the-axis of which exhibits the manner of the second consonhet; aixis
the voicing of the first consonant (cf. (3).

(3) Word-initial alveolar stops+coronal C clusters

C, voicing EN=HU
ta t Ptl| m .. s
da dr dl dn dz
: C, manner

We can see that English and Hungarian impose the same dahstnathese clusters, which
can be defined as an ‘antihomorganic constrdirtfie segments in a word-initial branching
onset may not share the same place. This will altevanddr (supposing that the stops are
alveolar and the is post-alveolar), but exclude all the other alveolar-alaeclusters. We
can see that this general constraint covers a rectangfpedharea of the phonotactic space
and is successful at accounting for the grammatical vs.amgratical sequences, because this
given dimension of the English/Hungarian phonotactic spgam also be represented as having
a rectangle shape (in other words: all the relevant— ungraticai — clusters are excluded by
the antihomorganic constraint). However, the same dinoanisi Slovak cannot be accounted
for by this constraint, as even though in this langusgeeof the word-initial coronal—coronal

0n the ordering of the segments along the two axes, see thesdisn in the following section.
Cf., among others, Harris (1990:277ff, 1994:171), and Rhaais (1990:282).
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clusters are ungrammatical, some of them are not, thergvords with initial tl, dl anddn.
Furthermore, the asymmetry dh vs. *tn still awaits explanation. The terraced shape of this
chunk of the Slovak phonotactic space thus cannot be cobgrébgk antihomorganic constraint,
the use of which would necessarily introduce the ‘accidegdap /exceptionality’ fallacy again.

What is thus clearly needed is a model that precisely prede graduality of the phono-
tactic space of languages with ‘complicated’ phonotacticsuch a model, both the unmarked
clusters as well as the marked (rare) ones are predicted tbeiphonotactic space, and the
notions ‘accidental gap’ and ‘exceptionality’ will not hevo be evoked. It is this model the
discussion of which I will turn to in the remaining parts oetpaper.

2. Functionalist principles in phonology: contrast,
segmental markedness and perceptual robustness

As it has long been established by functionalist accourtenplogical systems of languages
are claimed to be shaped by the interaction of the followpagt{ally conflicting) factors.

4) contrast creation;

maximizing the number of contrasts;

maximizing the perceptual distinctiveness of contrasts
minimizing the articulatory effort.

aoow

The first of these principles is responsible for the creatiboontrastive cognitive categories;
by maximizing the number of contrastive categories (418 gkpressiveness of communication
is enhanced by building up a substantial lexicon of categoriPrinciple (4c) accounts for
the salience of the distinct basic categorical elementseerding to it, categories must have
acoustic properties that make them maximally salient fracheother perceptually. The last
principle secures that the actual implementation (atitoih) of the categories is to be carried
out using as little energy as possible.

As Flemming (2004) shows, principle (4c) is inherently imflimt with both principles b.
and d. Provided that in the two-dimensional phonologicalcsp(see the (5a)), there are two
distinct categories (so there is only one contrast), antitbere perceptually well distinguish-
able (they occupy the opposing corners of this space—ttisfysag principle (4c) this way),
principle (4b) is trivially violated, as well as (4d), as ttveo categories are far from each other
in articulatory terms, too. If we try to satisfy principlel(@by increasing the number of con-
trast, cf. (5b), the requirement for perceptual distirenigss is violated, as some categories will
necessarily be closer to each other. In (5b), articulasatill energy-consuming; a way to min-
imize articulatory effort is to bring the categories closeeach other (they are thus produced
at a similar place, for example); however, this sacrificesrtherceptual salience (5c).

B) a. [e b. ¢ e cC.

8Cf. Zipf (1949), Liljencrants & Lindblom (1972), Diver (197, Flemming (1996; 2004), Rebrus & Trén
(2002).
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It seems clear then that in a functional theory of contrashesweighting of potentially con-
flicting principles is inevitable and the weighing may wedl language-specifit.

Segmental markedness as described in most works on phgrislagually defined in abso-
lute, universal and context-independent terms. In franmksvike those, a (contrastive) segment
is said to be marked if it occurs in a relatively small numbielaoguages. A typical example
for this approach is Maddieson (1984). For example, sinckmafuages have stops (as op-
posed to, say, liquids), stops are universally and typchdty unmarked. Statements like these
form the basis of implicational universals, like, for exdmphat the presence of a liquid in
a language necessarily implies the existence of a stop, Hwovever, as | will argue below,
segmental markedness is more meaningful if it is definedrmgefrelative contrastcontext
and perceptual factors

2.1. Segmental markedness is relational

In absolute terms, the vowat for instance is marked, because non-low back vowels are gen-
erally rounded (93.5% of the languages in Maddieson’s (19BY) database); also, within a
language, if it has a contrastive unrounded backit must generally have its rounded pair
too; the reverse, however, does not usually stdn@The perceptual account of the universal
markedness afr can be briefly summarized as follows. It is a well-know faettii a langauge
has five contrastive vowels, they aiee, a, o andu. This is said to be an optimal system
because it fills the available phonological/acoustic sgheanost optimally. Considering the
horizontal dimension, we can say that the front — back cehitsaalong the line of the vowels’
formant 2 valuesi(has the highest F4; the lowest). It is also a well-established phonetic
fact that rounding lowers F2, and so a rounded high vowel isimally distinct from its front
unrounded counterpart in F2.

Obviously then, the occurrence of an unrounded back vowel (@unded front vowel) in this
system makes it suboptimal. What must be emphasized thasuphtithe suboptimality of the
hypotheticali e a o ux u} system is only due to the perceptual markedness with respect to
u because their F2 values will be very similar. If we relaté¢o i, their F2 values will be on the
two ends of the F2 scale, and this way thenvill not be marked sincéandwm are perceptually
distinct. Itis thus notu in itself that is marked but itsontrastwith u; as Flemming (2004) puts
it, ‘[the] markedness of sounds is indeed dependent on thiaxsis that they enter int6"’

9This is perhaps why functional phonological approachesisually shaped in Optimality Theoretic terms.

0Japanese is exceptional in this respect with{as a o w} vowel inventory. Here, effort minimization is
preferred over maximal perceptibility.

1Flemming (bid.) also shows that a segment that is universally/typolotyicarked may well be unmarked
within a system which does not make use of a particular centFor example, in the back — front dimension, high
centrali is universally marked, but in languages that do not contrask — front vowels (the so-called ‘vertical’
vowel systems, like Kabardian, Marshallese), the voweds$ #ittually occur have a central quality (likeloes).
Crucially, no ‘vertical’ languages exist with{d e a} or {u o a} inventory.
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2.2. Segmental markedness is contextual

A contrast may well be perceptually unmarked in a given cdntget the same contrast is
marked in another. In other words, segmental markednestsatsasbe related to the context it
occurs in: certain positions favour segmental contrasabee in those particular contexts the
contrast is well-cued, while in others the same contrastss kalient. This idea is expressed
in Steriade’sLicensing by Cuerinciple.

(6) Licensing by CugSteriade 1999:4)
The likelihood that distinctive values of the featurewill occur in a given context is a
function of the relative perceptability of thié-contrast in that context.

Let us briefly consider the salience of the voicing of stopsgarious environments (based on
Steriade 1997), using hypothetical examples.

(7) Perception cues for the voicing of stops in various emnents

a. (i) V1_—_Vo: apa, aba; (ii) V 1__son:apra, abra
cues: voicing of closure; length of closure; length of;VF1 of Vq; length/
strength of release; VOT value; FO and F1 gf V

b. (i) #__: pa, ba, pra, bra; (ii) obstr__son:aga, ada, agpra, adra
cues: voicing of closure; length of closure; length/sttaraf release; VOT value; FO

and F1 of \b

c. V__#: ap, ab; cues: voicing of closure; length of closure; length of \\déh/strength
of release

d. V__obstr: apsa, absacues: voicing of closure; length of closure; length of, F1
values of |

e. obstr_obstr:agpta, adta; cues: voicing of closure; length of closure
f. obstr_#: ag, ad; cues: voicing of closure; length of closure
g. #__obstr:psa,bsa cues: voicing of closure; length of closure

(7a) is the context which provides the most cues for the eshtn question; as we go down in
this list to (7e—g), the number of the cues is less and lesthisrsense then, the hypothetical
contrast ofapa — abais less marked (i.e., less difficult to perceive) than thapsd — bsa
According to the principle of Licensing by Cue, thea — bsacontrast is not likely to occur;
it is in fact in the badly cued contexts where we expect théraBration of the contrast. This
state of affairs has two important consequences. The fitsiatsphonotactic patterns can be
related to perceptual markedness. Still remaining withlrgyomothetical example, the fact that
in a language there are no forms with a word-inibalcluster (there are only word-initigis
clusters) is a direct upshot of the fact thain this position is not salient perceptually—hence
the neutralization of the¢ — b contrast.

The other important result of this approach is that markesing based on context. Specific
categories need specific positions to be perceptuallyrgaliEhe place contrast of stops, for
example, is best perceived when the stop is before a vowellebs salient before another
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stop. Retroflexion, however, is best perceived if the regxodtopfollowsa vowel; in prevocalic
position, the contrast between retroflex stops tends to bealzed (cf. Steriade 1999). Phono-
logical patterning is thus sensitive to various dimensiame category (contrast) in one position
may be perceptually unmarked, but the same contrast maybeetiarked when considering
another dimension (such as position).

3. Phonotactic Closedness

The list in (7) can thus be translated into a perceptual ditfimarkedness) scale of a given
segmental contrasp —b). Markedness scales like (7), together with the principleicensing

by Cue, predict what contrast in what environment is likelgroarked) and in what context it
is likely to be neutralized. Importantly, these scalesdict the typology of phonotactic patterns
found in languageswhich patterns are possible and which are most unlikelye difficulty
scale based on (7) is shown in (8), whede> B’ means thatd is a more marked/difficult posi-
tion perceptually for the given contrast thBnbecause it provides less/worse perception éties.

(8) Perceptual difficulty scale for the voicing contrast bEtruents:
{O_0,0_## _0O}>V_O>V_#>{#_,0_R}>V_R

‘more difficult’ ‘less difficult’

As Steriade (1997:17f) shows, one type of voicing neutadilin pattern (represented by Polish,
Lithuanian, Sanskrit, etc.) corresponds with the scalé)n (

(9) One voicing neutralization pattern:

a. The voicing of obstruents is neutralized word finally goalvoiceless obstruent can
occur).
Lith.: daugdauk ‘much’, kadkat ‘that’

b. The voicing of obstruents is neutralized before obstiuéhere is regressive voicing
assimilation).
Lith.: atgal-dg- ‘back’, degti-kt- ‘burn-inf.’

c. Obstruents are distinctively voiced before sonoraraw/éls/son. Cs).
Lith.: aukle-kl- ‘governess’,auglingas-gl- ‘fruitful’, silpnas-pn- ‘weak’, skobnis
-bn- ‘morning’

The table in (10) displays examples for the patterns of theng neutralization of stops (taken
from Steriade 1997:9).

120 = any obstruent; R = any sonorant.
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(10) # 0,0 #]R_O[R_#|#_R[R_R|
Totontepec Mixe +
Lithuanian + +
French + + +
Shilha + + + +
Khasi + + + + +
fewer/weaker cues more/stronger cues
(more marked environment) (less marked env.)

The + indicates that the contrast is available in the giveguage in the specific environment.
The importance of the table above lies in its empty cells:tas&le says, ‘no language surveyed
maintains the voicing contrast in a [perceptually] les®infative contextunless it also does
so in the more informative contek{sbid.; emphasis mine). Thus, for example, no language
neutralizes the voicing of stops word finally after a vowethsutalso neutralizing medially

in the V__obstruent context.

Difficulty hierarchies like (8) can therefore be claimed &b the boundaries of phonological
systems, more specifically, that of phonotactic patterdseyTdelimit what segment combina-
tions can occur in which positions. It can be argued that d@ti@st occurs in a given context,
then the same contrast will necessarily occur in anothetegbwhich provides better percep-
tion cues for the contrasin simple terms: the existence of the ‘more difficult’ imgsi the
existence of the ‘less difficult’. This idea is phrased in phieciple of Phonotactic Closedness.

(11) Phonotactic Closednegsf. Rebrus & Tron 2002:21)

If a given contrast occurs in a perceptually marked envireminone providing few/weak

cues), itwill also occur in a perceptually less marked envinent (with more/better cues).
Therefore, the set of segmental contrasts is closed wiflent$o positional markedness,
towards the unmarked cases: the more marked implies themre®f the less marked.

Phonotactic Closedness predicts systems like (12a), bsystems like (12b)?

(12) a. #_O (psa—bsa * b. #_ O (psa—bsa| =
O__#(spa—sba| = O__# (spa—sba| =

R__O (apta—abta v R__O (apta—abta v

R_# (ap—ah v R_# (ap—ah

_ R (pa—hg v _ R (pa—hg v

R_R (apa—aba v R_R(apa—aba| Vv

T-D T-D

The figures in (12) illustrate the voicing contrast of stapspecific environments; the environ-
ments are hierarchically ordered in terms of perceptuéitdify (cf. (7) and (8)), the intersono-
rant context (R_R) being the least marked environment for the voicing catitrBhe tick mark

13T = any voiceless stop; D = any voiced stop.
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indicates that the contrast in question is attested, whieaisterisk shows that the contrast is
missing (thus only the unmarked occurs, the voiceless s(bfb) violates Phonotactic Closed-
ness because thereis-b contrast between a sonorant and an obstruent (3, but no contrast
after a sonorant word-finally (R #)—a better cued environment than the other. Closedness
predicts thathere cannot be gaps between existing sequeindagrarchies like (12).

Closedness is a consequence of the functional principkesdinced in (4): the ordered
markedness hierarchies define a phonotactic space. Thi®fawdic space is filled with lexical
items in a way that they prefer to occur in a perceptually tmable context so that the identi-
fication of the contrast may be easier (‘maximize percelgihi This means that a system, in
order to maximize the number of contrasts, only uses a pdaticontext provided that other,
perceptually more favourable contexts are also allowextesin the reverse case, the last two
functionalist principles in (4) would be violated.

3.1. Phonotactic Closedness in Hungarian

The phonotactic space as defined by Closedness can thus resarigd as a multidimen-
sional space, in which the markedness of sequences insresmgg each dimension. In a
two-dimensional space, this can be illustrated by a coatdisystem where the markedness
of the items increases as we move from the origin. Returrongur initial example in (1),
the relevant phonotactic space of the Hungarian lexicomndsva in (13), where we see the
place of the voiceless palatal stop in the phonotactic spaberespect to the manner and place
dimensions of the following consonant.

(13) manner of C
following ¢

__stop| cp, | |*ct

__fric. | cf, *cs

—nasall em | |*cn|
__approx.| cv cl,
ViV cV place of C followingc
labial dental

The vertical axis is the ordered perceptual hierarchy ofthaner of the consonants following
the voiceless stop. The horizontal axis is the ordered panekscale of the place of the conso-
nants after the voiceless palatal stop. According to thegpgual properties of these positions,
the ones close to the origin are the ones providing the best far the voiceless palatal stop.
As predicted by Phonotactic Closedness and Licensing By fouas like kutya‘dog’, batyu
‘bag’, that is the ones where stands before a vowel, will be more common, more frequent,
hence unmarked; while those with the palatal stop followeddy an approximant will be rare,
or nonexistent. Closedness declares that the phonotaetoe $s closed from below; there are
no gaps between the existing forms along the dimensionsphtieotactic space is thus defined
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by the most marked items, as ‘below’ them, all the other eagstorms will fill in the space
until the least marked item, without interruptions, or gaps

Let us see other dimensions in the Hungarian phonotacteesga5) presents voiceless non-
dental plus vowel and dental clusters in monomorphemicstdine vertical axis is the ordered
hierarchy of the the manner of the second consonant; thedraal axis is the ordered scale
of the place of the first consonant. The perceptual diffichigrarchy of these contexts for the
relevant place contrasts is (14a). According to Rebrus &T&D02), the perceptual difficulty
scale for the voiceless non-coronal stops before coromaamants is (14b).

(14) a. __stop >__fric. > __nasal >__liquid > __vowel
b. ¢c>p>k

(15) VC\V, VC,C,V sequences: = voiceless non-dental stop, € dental
(cf. Rebrus & Tron 2002:23)

manner of dental €

(plus V)
stopt | kt pt *ct Glosses: akta ‘document’, kripta ‘crypt’,
(akta) (kripta) ! buksza ‘purse’, kapszula‘capsule’, akna
fricative s ks ps ' l*cs ‘shaft’, srapnel‘srapnel’, cékla ‘beet’, pa-
(buksm) (kapsala) E plan ‘duvet, trotyli ‘tramp’, lakat ‘lock’,
nasaln Kn pn i *cn répa‘carrot’, kutya‘dog’.
(akna)  (sraprel) |
lig.1| kI pl c
(c&la)  (paplan) (trotyli) :
\% kV pV cvV !
(lakat) (répa) (kutya) c
1
k p c

As we can see in (15), this slice of the phonotactic spacess@bsed towards the unmarked
items; also, again, the marked elements occur in the ‘ausshkif the space. As we go along the
vertical axis, the contexts are increasingly more and miffieult for the perception of the first
stops in question. The horizontal axis shows the first coastzin the order of their difficulty
of perception. Velar and labial stops are said by Rebrus & T&D02) to be less difficult to
perceive in these environments than the palatal place.

Closedness predicts that we should get the same shape ofidhetpctic space in all di-

mensions (and, actually, universally in all languages}.ussconsider now voiceless non-labial
stop plus labial clusters.
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(16) VCV, VC,C,V sequences: = voiceless non-labial stop,,&€ labial

manner of labial €

(plus V)
stopp | ¢ cp | |*kp *tp Glosses: pitypang ‘dandelion’, fityfiritty
(pitypang) _____________________________ ‘imp’, bukfenc‘somersault’,hétf6é ‘Mon-
fricative f cf kf (tf) day’, trutymd‘suspicious substancefak-
(fityfiritty)  (oukfeng (hé&f6) muszlitmus’, ritmus ‘rhythm’, kotyvaszt
nasam cm km tm ‘concoct’, lekvar ‘jam’, pitvar ‘porch’,
(trutymd) (lakmus? (ritmus i kutya‘'dog’, vaku‘flash’, satu‘vice’; hétf
approx.v C k t i ‘Monday’ is regarded by some as a poly-
pprox. (koty\‘/,aszb (Iek\‘/,ér) (pit\‘/,ar) 5 morphemic wordlfét‘week’ + f6 ‘head’).
V| eV kV v
(kutya) (vaku) (sau) : c
1
c k t

Again, the space is closed towards the unmarked items; fregurent items, as well as those
in which the contrast is neutralized, occur at the edges.vEhtical axis is the same as in (15);
however, the markedness of the stops in (15) and in (16) itheatame, it is actually reversed.
The relative perception of palatals is more difficult befdemtals than that of velars (see (15));
on the other hand, labials provide better cues for the dglae of stops than for velars, as is
shown in (16). In other words, if the first consonant is thecet@ss palatal stop, a labial sound
is a better choice for the next position than a dental. Thiskedness reversal is the direct
upshot of the fact that markedness is a relational/conééxtotion.

3.2. Phonotactic Closedness in English

This section focuses on the phonotactic space of interiotvad-member consonant clusters of
English monomorphemic words. The data was collected froeaecbable electronic database
of about 70,000 English words. The charts below also inclingenumber of the words in
which the clusters in question occur, therefore, they iaidiche approximaté lexical (type)
frequency of the clusters. Since—as opposed to Hungaridresssplays an important role in
this language (cf. for example the neutralization of voveggltcast in an unstressed syllable), the
clusters have been distinguished whether they occur befaréier a stressed vowel.

The first diagram (17) shows the occurrence of voicelessamoonal stops before coronal
consonants (of which the obstruents are voiceless, todparfirst chart, it is the vowel fol-
lowing the cluster that has primary stress (indicated byatteent), while in the second it is
the first vowel that bears the stress. The markedness higrgyc> k) follows Rebrus & Trén
(2002)’'s assumptions (cf. 14).

These numbers are probably far from being accurate; butribegrtheless exhibit important tendencies in
the frequencies of the clusters.
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(17) English (C,C,V, — V,C,C,V,: C,C,: voiceless, ¢ non-cor. stop, € cor.
manner of coronal £ manner of coronal £
(plus V) (plus V)
stopt | diktate,  captivity,, | stopt | céktus,,  aptitude,, |
fricatives | eksite s, upsét,, . fricatives | aksent,, ellipsis,,; !
nasam | teknique;, hypnosis g nasam | akne;, shrdpnel,, :
liquid 1 | aklaim,, aply,,, . liquid1 | aklimate,, mMUltiply,s:
V | aklstom,,, apoint,,; ! C V | cdk0d, COPYizes | C
k t k p

As (17) shows, the contrast betweprandk is maintained in all positions: the phonotactic
space is totally filled by existing words, even at the edgesit & suggested by Rebrus & Tron
(2002:24), the number of the words displaying the given pltactic pattern increases with
their markedness status monotonously: if one member of ppestion occurring in a given
environment is less marked than the other, then it is sugptwsbe more frequent, too. This
seems to be the case in (17), as well: in each environmentheisore markeg that is less
frequent. As far as the markedness of the contexts is coadehowever, the numbers at least
suggest that for this contrast € p) the pre-nasal position is more marked than any of the others

Let us turn our attention to thg — b contrast in the same environments as in (17) (except
that now the obstruents following the two segments\arieed.
(18) English (C,C,V, —V,C,C,V,: C,C,: voiced, G: non-cor. stop, € cor.

manner of coronal £ manner of coronal £

(plusvy (plus V)
stopd | [*gd| | abduct, stopd | amygdaloid, abdomen,
fricativez | egzact,, abzollve, fricativez | égzaltation, ébzervatior;zé
nasam | ignite;  obnéxious: nasal | prégnant,,  abnegation, !
liquid 1| neglécts oblige, liquid 1 | Ugly,,, biblical,,, !
V CigéI’ZM ab(’)dg% C \ égolols |éby1490 EC1
1
g b g b

The first thing that is apparent in the first chart of (18) ist h@ontains a gap in a position
that violates Phonotactic Closedness: the less magkisdnissing beforal even though the
more marked does occur there (although only in seven words). There cawdapproaches
to resolve this problem. The first one is somewhat radicamay well be the case that the
markedness of the two segmengsandb) is to be reversed tg > b. This would necessarily
place the gap inits ‘right’ position: thearkedsegment would now occur in tiearkedcontext.
As the frequency of the two segments also suggests, edyeglen they are before a vowel,
the reordering of the two segments with respect to their earkss could be justified. Accord-
ing to Maddieson (1984:36), ‘[among languages that haveeebstops]g is more likely to be
missing tharb or [the coronals];’ in other words, the universal markednefsvoiced stops is
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g >D >b.?® This markedness hierarchy is grounded in articulatory ptiosin Hayes & Steriade
(2003:12ff). According to them, the aerodynamics of vajcrequires that there be an active
oral tract expansion (e.g., by advancing the tongue roobweling the larynx) to maintain a
continuous airflow so that the vocal folds may be able to wébduring the production of a
voiced stop'® If the dimension of place is also brought into the picturetuins out that to
maintain voicing for velar stops is more difficult than formwelars: the production of bilabials
necessarily creates a larger cavity in the mouth, ‘whiabvedlthe cavity to continue for a longer
time to expand passively in response to airflow’ (Hayes &i8tlrop.cit:12).

The other choice that is suggested by (18) is that perhagrssstioes not play a role (i.e., itis
not an active dimension)—at least not in the phonotacti€3®tlusters. Because if we do not
separate the two cases, in other words, we collapse the @vtscthe gap disappears (see (19a)).

(19) a. English \(C,C,V, C,C,: voiced, G: b. English \(C,C,V, C,C,: voiced, G:

non-cor. stop, € cor. non-cor. stop, € cor.

manner of coronal € manner of coronal €
(plus V) (plus V)

stopd | gd, bd,, stopd | bd,, gd,
fricativez | gz, bz fricativez | bz,s gz,
nasam | gn,;, bny, nasam | bn,, gn,;
quuidll gl,, bl quuid'1 bl gl

V| Qs b C, V| bugs  Guso C,
g b b g

If we reverse the relative difficulty markednesshoéndg (as suggested above), then we get
the chart in (19b). If the aerodynamics argument is validntthe ordering has to be changed
accordingly, as itis done in (19b). Notice that two envir@mts are still problematic if we wish
to maintain that the frequency of a cluster is parallel wishmarkedness: there are around six
times morayz clusters thamz, and 12 times morgn clusters thamn (even if we disregard the
stressing difference of the following/preceding vowet)séems at this point that frequency is
merely an indication of markedness but Rebrus & Tron’s (2@0m about the relationship of
frequency and markedness cannot be maintained. The freguembers clearlyndicatethat
at the origin (the most unmarked area), there are always eons exhibiting the relevant clus-
ter than at the edges (compare the VCV position withdV(osition, for example): the ‘den-
sity’, as it were, of the phonotactic space is thus alwaysieeat the origin than at the outskirts.
The following dimension of the phonotactic space of Eng{&d) shows voiceless non-labial
consonants before labials (and vowels); notice that theeless velar stop is less marked than
the coronal before labials (cf. (16)).

15D represents any voiced dental or alveolar consonant; Maddi¢bid.:35) claims that there are 199 lan-
guages witth, 195 withD and 175 withg. There are six languages whose only voiced stdp fer instance, and
only two which only contain ®. There are only 3 languages wigtbut withoutb, two of these also lack.

%This is also a reason wHgng voiced stops are typologically marked: their productiomithis sense more
difficult to sustain than that of voiceless geminate stops.
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(20) English (C,C,V, — V,C,C,V,: C,C,: voiceless, ¢ non-labial stop, € labial

manner of labial @

(plus V)
stopp | |*kp
fricativef | | *kf
*km

nasahm
approx.w
V | akustom,,,

o]
* ]
*tm

atiregs,

k

t

C

185
manner of labial €
(plus V)
stopp | | *kp *tp
fricative f | (bréakfast) ! *if]
nasalm | dkme, “Utmost |
approx.w | likwid,, repetwire, |
V | cékoa,,g, citadel,;q c
1
k t

It is interesting that there are always more clusters if thesfirst vowel that is stressed (com-
pare, for example ¥ (654 items) withVtV (4700 items)). More importantly, at least for
the topic of the present paper, Phonotactic Closednesstisioslated!’ If we consider the
same situation, but this time with the contrast of Wtoécednon-labials ¢ — d), the picture is
apparently problematic again.

(21) English (C,C,V, — V,C,C,V,: C,C,: voiced, G: non-labial stop, € labial

manner of labial €

manner of labial €

(plus V) (plus V)
stopb | |*gb *db stopb | ragby, *db
fricativev | |*gv advance, fricativev | [*gv adverb,,
nasam | dogmatic,, admire;, nasalm | stigmas, admiral ,,
approx.w | igwana, approx.w | (wigwam) ~bidwir,
V | cigar,,, adapt,;o c, V | €90i015 édit 355 C
g d g d

The problem concerns the lack@# clusters in English. Provided that the perceptual hiesarch
scale for the contrast @f — d is what is indicated in (21), Phonotactic Closedness is at$-s
fied (even if we collapse the two charts into one, thus disckgg the stress difference). The
frequencies, again, may well motivate the reordering ohtlagkedness of the two voiced stops
into g > d,*® if we do this, as well as collapse the two relevant charts, taio (22).

This time the lack ofdb clusters raises problems for Closedness. However, theitamy
with gb is rugby, which comes from the corresponding town’s name, and acuptd many
authors, proper names have a separate phonotactics, vehigually more lenient than that
of non-proper names. If we remove this item from the currdmrntactic layer (that of non-
proper names), then there will be no gap, and so Closednesst Molated. It is obvious
then that the dimension of separate phonotactic layers alsece considered; how it is to be

"The frequencies of the clusters nevertheless are indécafisplitting the environment VC(C)V into VC(®)
andVC(C)V. Whether the stressing of the first vowel makes theke@mness hierarchy different farandt (namely
that if the first vowel is stressed, thers lessmarked thark) is definitely worth further investigating. Especially,
it would be instructive to see what role stress plays in threguaion of the place contrast of stops.

18Cf. vaV (6085 items) vs. \§V (1259 items), for example.
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(22) English {C,C,V,: C,C,: voiced, G: non-labial stop, € labial, revised

manner of labial €
(plus V)

stopb gb,
fricativev | dv,,
nasam | dm,, gm,,
approx.w | dw, gw,
V| dgoss Q1259

d g

C

done is, again, a matter of future reseafthlhe relative markedness dfv andgw is also
conspicuous in (22). Possibly all of these words could besiclaned non-core vocabulary (cf.
boudoir 'bu:dwa:, iguanar'gwa:na, wigwam 'wigwam). What is also curious is that the
number ofgw clusters raises provided they follow the velar nagéd.g.,anguish, distinguish,
language, linguist, penguietc.). Phonetic research is needed here to confirm the $ptatias
of dw/gw clusters®

The last dimension we consider in this section is the ocaggefm before coronals (and
vowels). The chart (23) confirms what has been indicated tath@urelationship of stress
and English phonotactics above: no gaps occur unless thendion of the stressing of the
preceding/following vowel isiot considered.

(23) English (C,C,V, —V,C,C,V,: C,: m, C,: coronal

stopt d | asymtotic, humdinger, stoptd | |*mt *md
fric.0 sz | |*mO *md *ms *mz | fric. 0 3 s z | |*m0 *md *ms | climzy,,
nasam | amnésia, nasam | &mnesty;
liquid 1 liquid 1t | émlet, comrade,
\'/ améuntmz \ climaxzm
m m

Another indication that (23) suggests is tmah clusters are ‘better’ (at least more frequent)
than any othem+coronal clusters. Liquids have been established asveblatiood contexts for
stops, but this is apparently not the caserfortheir number is fairly low (and they only occur
if the vowel beforem is stressed). Non-homorganic stops are basically implesafter m.

If a coronal follows labialm, it is preferably eithen or z. These factors point towards two

190n the phonotactic layering of the lexicon, see, among ethikd & Mester (1995) and Rebrus & Tron
(2002:36-59). The problem, for example, concerns the isbudat counts as ‘native’, ‘non-proper name’, etc. in
the lexicon of a language. It seems tlakkenfrequency also plays a role here: eveglifis perceptually (and hence
phonotactically) a marked cluster, which is also indicaigdts low type frequency, the fact that it is frequently
used makes it seem unmarked. Cf. for example the Hungatiatechv which is marked in word-final position,
but since it occurs in the workbnyvkgnv ‘book’, speakers will not consider it special or ‘odd-soungd.

20The relatively high frequency alv clusters (as opposeddw) is also somewhat surprising. It must be noted
though that most of them contain the (obsolete) Latinatéxpagl-; cf. advance, advocate, advergtc.
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well-known phonological facts: nasals prefer to be homeigeaith a following stop, and that
obstruents following nasals prefer to be voiced. It is tHeaeissues that we turn to next.

3.3. Postnasal voicing and Phonotactic Closedness

(24) summarizes some of the most important phonologicas feencerning nasals, place as-
similations, and the voicing of postnasal obstruents.

(24) a. In place assimilations, in,C,, C, tends to assimilate the features gf C
b. Nasalsare the most common targets for place assimilation (inolyditatic place
agreement).
c. The target of nasal place assimilation is frequentlyrictst] tocoronals
d. Obstruents following nasals prefer to\m@ced

There is abundant literature on the phonetic/functionaligding of (24a—c). On the speciality
of C, in VC,C,V from a phonetic point of view, cf. Ohala (1990) as well as Kut{1990), who
argue that the place cues of (non-retrofféxpnsonants in CV positions are more robust than in
VC, hence the stability of Cthe place of Cis not salient before another consonant. The most
often cited phonetic reason why nasals require a homorgamcafter them is that even though
nasals as a group are easily distinguishable from otheildsoyet the identification of the nasals
from each other is difficult, as their place is weakly cuedhienmselves—they need stops so that
their place may be more salient (on this type of approachsalndace sharing, cf. Myers 1997
and Maddieson 1984:70f%. Accordingly, as Hayes & Steriade (2003:29) argue, the sufatee
perception difficulty of the place of {n C,C, is: (strident) fricative < stop < nasal. Among
the places, it is velars that are the most and coronals teaharleast salient in CC clusters (as
the first consonants): velars < labials < corofais a possible perception-based reason why
they are easily confusable and thus why they are the usg@tsafor place assimilation.

The typology of postnasal obstruents shows that they pteféxe voiced. For example,
postnasal voicing was the most important source of the fiseioed stops in Hungarian.

(25) Uralic *kumpa > kumba (> current H.hab ‘foam’); Finno-Ugric *kunta > kunda
(> current H.had ‘army’); F-U. *lonca (> current H.lagy la:j ‘soft’); F-U. *tugke >
tunge (> current H.dug‘stick’) (cf. Cser 2001:5%

In British English RP, as well as many other English dialebtsvever, postnasal voicing is
not an obligatory phonological process. Examples with mastivoicelesbstruents, such as
antic, bumper, ankle, lance, emphass;., readily come to one’s mind. As a first approxima-
tion, we may say that in English postnasal voiced stops dteaky more marked than nasal—

2IAs it was mentioned earlier, retroflex consonants are betted in VC transitions. Pre-aspirated consonants
are also more salient after a vowel than before it; on this Steriade (1997; 1999).

22Browman and Goldstein’s (1990) paper gives an articulaaoopunt of nasal place assimilation.

23Cf. Jun (1995).

24For further—synchronic as well as diachronic examples stpasal voicing, cf. Kiss (2004).
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voiceless stop clustef8 However, the situation is more complex than this. Beforetiuizing
the case of nasal—-stop clusters in English, let us first denshe typology of CC clusters in
general; (26) displays some of the implicational univessdisuch clusters.

(26) Implicational universals for C, clusters (G = stop)
(cf. Rebrus & Tron 2004:146f)

a. the presence of voiceless stops before a nasal inditatesfta voiced one
(e.g.,nt >nd)
b. the presence of a nonhomorganic nasal-stop sequencateglthat of a homorganic
one (e.g.mt > mp, nt)
c. the presence of a liquid + stop indicates that of a nasap- st
(e.g.,rt, 1t > nt)
d. the presence of a fricative + stop indicates that of a nastdp
(e.g.,st > nt)

Examples for languages with respect to what non-wordah@iC clusters they allow for are
offered in (27). The chart only concentrates on CC clustdisese second element is a stop
(the examples all show a coronal stép).

(27) | English/Italian| Diola Fogny Manam JapanesgYapese| Ojibwa] Lardil|

nh-N+stop fnt) (+)

fric.+stop 6t) + + +
liquid+stop (t) + + + ! +
N+vless stopift) + + + + + +
N+voiced stopid)| + + + + + + !
V+st0p + + + + + + + +

In English, as we have seemt is rare (hence the bracketing of + for this cluster). Yapese
does not permit CC clusters, it is considered to be a ‘codalasguage (it does have single
word-final consonants, though). The implicational uniaésg26) are all exemplified by the
languages in (27). Apparently, there are, however, two Iprohtic languages: Ojibwa and
Lardil (consider the gaps with an exclamation mark in theéeabThe difficulty presented by
the Ojibwa case is only problematic if it is presumed thastis of thest type are actually
more marked than those of thietype: in this case the more marked element would not imply
the occurrence of the less marked—an apparent violatiomonétactic Closedness. Notice,

250f course, it is not the fact that there are voiceless sid@dl after nasals that causes difficulties: postnasal
voicing as a phonetic fact is observable in all languagegentleeless, not all of them enforce it to phonologize
it (cf. Hayes 1996:6). The existence of voiceless stopg afésals is thus marked (but not impossible) from
the viewpoint of postnasal voicing. A more serious problemthe postnasal voicing approach rather concerns
languages which apparently only allow for postnasal veisgktops but lack voiced ones after nasals.

26The table is based on Pigott (1999) and Rebrus & Trén (2002:14h-N’ is meant to represent a nasal
which is not homorganic with the following stop. No distinction has bewade here as to the position of the
clusters (word-internal vs. word-final). In some casesdhiergeneralizes the picture; in Diola Fogny, for instance,
liquid-initial clusters do not occur word-finally, only tmasal-initial ones (for details, see Pigoft.cit:147).
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however, that no implication has been established betweepxistence (or lack) aft andlt
clusters in (26). This means that the gap (the lack of ligstidg clusters) in the Ojibwa case
is not problematic after allst can exist with or withoult in a language, andice versa(cf.
Diola Fogny vs. Ojibwa). Whais an important requirement is that the existencdtaloes
imply the occurrence aiit (while the reverse does not stand; cf. English, Italian,|®kogny
vs. Manam, Ojibwa).

The absolute ban on postnasal voiced stops in Lardil is tiesless a more painful case with
respect to postnasal voicing. This problem takes us badket&hglish case, which is similar
to the one presented by Lardil in some ways. It turns out tretannot treat all nasal—stop
clusters the same way: the position where they occur in thel weohighly relevant, as the
distribution of the clusters is different if the environnteare also different. Let us therefore
concentrate on CC (including nasal-stop) clusters in Ehgihonomorphemic words in two
positions: intervocalic (28), and word-final (2%).

(28) English monomorphemic \\C,V clusters (G=stop)

j/lw/h
0/0

v

I3
nh.-N
/& || (vegetably

Z (asdig (husband (Glasgow
g (Magdaleng  (rugby)

b obtain  (subcutaneoys abdominal

d (vodka (jodhpurg (Edgar)

p || chapter

k actor (anecdotg

t (Atking

f after (Afghan
s || custom fiscal hospita

1 alter alcohol pulpit || shoulder album vulgar
T forty turkey harpoon|| cardigan  turbine forget
N winter wrinkle temper bandit gambit  hunger
\% better accustom lepel ready ruby ego

t k P d b g

2"The words that are in brackets indicate clusters that occjust few words (sometimes only in that word).
Notice that, unlike in earlier charts, theaxis now houses £ while they-axis G. r+C clusters are, of course,
only valid for rhotic dialects (like GA); diphthongs are asged to be transcribed with vowel symbols, thus, for
example, the wordight fart doesnot contain ajt cluster. For more comprehensive lists of English nonah{fiC
clusters, see Kiss (2001).
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(29) English monomorphemic \{C,# clusters (G=stop)

j/lwih
0/d
A\
I3
t/dg
Z
g
b
d
nh.-N || (dream)
P apt
k act
t
f soft
S mist ask wasp
1| melt sulk pulp| hold (bulb)
T part bark carp|| guard disturb mourge
N vent think jump| find ! !
\% cut make sip || bed stab fig
t k p d b g

As we can see, the word-final position—as opposed to the \wiedral—appears to be highly
restrictive for voiced stops in English: only the dental paad not the labial or the velar
may occur after nasals in that position, for example. Sugkreerestrictions as these are not
observable in the intervocalic (cruciallyprevocalig position.

An important effect of the independence of markedness sdslhat they may sometimes
stand inconflict Let us for example consider the voicing contrast of stopthiae positions:
() prevocalically, (ii) after a homorganic nasal, and)(iword-finally. Using the contrast of
t —d as a hypothetical example, the following markedness scaede set up in these three
environments.

(30) a. Scalelda>ta b.Scale2nt>nd c.Scale 3d# >t#

All three scales can be grounded phonetically, as we mesdihAn important consequence
of the scales in (30) is that Scale 2 (the postnasal contextpdsition on théeft of the stop)
stands in conflict with both Scale 1 (prevocalic positionj &tale 3 (word-final position), two
positions on theight of the stop.d is markedbefore a vowel da), but it is unmarkedafter
a nasalfd). Similarly, d is markedword-finally (d#), but, again, it isinmarkedpostnasally.

28For example, Hayes (1996) shows that voiceless stops ardiffisult to produce than voiced ones before
vowels; especially in English, voiceless aspirated (§)dtops are also easier to perceive than voiceless uniashira
(lenis) stops prevocalically. In word-final position, intpemt cues for the perception of voicing are missing (see
(7)), and thus a voiced stop is marked in that position in spect. The phonetic basis of postnasal voicing has
been tackled above.
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It can happen that a stop stands in postnasal posisowell as(i) prevocalically fita/nda)
or (i) word-finally (nt#md#). Which markedness scale (the one for the context on the-lef
the postnasal position, or the one on the right— prevoeatid-final) ‘wins’ over the other
is a language-specific choice.

Let us first consider the case pfevocalic nasal-stop clustefata/nda). If it is the scale
for the postnasal context (Scale 2) that wins over the padioscale (Scale 1), then we have
a system that will lack fita, but will containnda. If however Scale 1 outweighs Scale 2, the
language in question will haugta, but no *nda. The following systems are thus predicted for
the voicing contrast of stops before vowels.

(31) Prevocalic sequencds; da, nta, nda

a. System 1Scale 1 wins over Scale 2 (i.e., voicing is not preferrecbteet vowel):
ta, *da, nta, *nda (e.g., Lardil)
b. Scale 2 wins over Scale 1 (i.e., voicelessness is notrpeefafter a nasal):
(i) System 2(ta, da), *nta, nda (e.g., Japanese)
(i) System 3(ta, *da), *nta, nda (e.g., Wembawamba)
c. System 4the markedness statements are not enforced (i.e., vagimgintained in
all sequences)a, da, nta, nda (e.g., Hungarian)

In languages like System 1, there is no voicing contrasttimpswhatsoever. This is the con-
sequence of the priority of the post-stop vowel (cf. Scala {30)): the conflict between the
influence of the left environment (the nasal) vs. the rigviremment (the vowel) is won by the
latter. Languages that behave like System 2 and 3 show thatctdes in (30) are independent
of each other, it is only when they necessarily come togetharthe case of prevocalic nasal—
stop clusters—that they stand in conflict. A language maynafbr marked sequences along
Scale 1 (i.e.da besideda), while it resolves the N_ vs. __V conflict in favour of postnasal
voicing (System 2). In System 3, there is neutralization oal&1 €a, *da), while the con-
flict between Scale 1 and 2 is resolved in favour of Scale 2 revpestnasal voicing is more
important than prevocalic voicelessne¥ata, nda. Lastly, languages of type System 4 do not
enforce the markedness scales, they allow for the markedesegs, too. Crucially, no sys-
tems are predicted likéa, *ta or nta, *nda, where the less marked sequence is missing, while
the more marked exists—this would violate Phonotactic €logss. Notice that Phonotactic
Closedness is not testable in cases of conflicting scatese e hierarchies are undecided, the
choice between them is arbitrary (cf. the case of System@uiages, like Lardil).

The case of the voicing contrast of word-final stops vs. (hgaoic) postnasal stops is sim-
ilar to that of prevocalic stops vs. (homorganic) postnasaps. If we consider word-final
nasal—-stop clusters, it is now Scale 3 in (30) that is in conflith Scale 2. However, the
markedness hierarchy of the word-final position seems tdvieya winning over the postnasal
hierarchy: the word-final position is a context where it iffidilt to keep up voicing (as well
as place) contrast. Accordingly, it is predicted that naesysshould occur in which there are
word-finalnd# clusters but nort# sequences (this is what postnasal voicing would suggest).
The following cases are predicted thus.
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(32) Word-final sequences#, d#, nt#, nd#

a. System lvoicing is maintained in all sequencas$; d#, nt#, nd# (e.g., Hungarian)

b. System 2only voiceless stops occui#, *d#, nt#, *nd# (e.g., Polish)

c. System 3voicing contrast for single stops, no postnasal voicitig:.d#, nt#, *nd#
(e.g., English)

English (System 3 in (32)) displays the independence oEStahd 3 (30): there can be voicing
contrast for stops word-finally, but neutralization it@fter a nasat® But there are no systems
with *t#, d#, *nt#, nd#, in accordance with Phonotactic Closedness.

The state of affairs concerning the distribution of wordafinasal—stop clusters in English
seems to be even more complex, however. For example, it isuethatall voiced stops are
missing after nasals word-finally. It is only the noncoranidat are forbidden there. There-
fore, another dimension must also be considered —that akepdé articulation. As the fre-
quency of the cases in English also indicate, the markedstzdss of stops are (33a) (NC#)
and (33b) (C#).

(33) a. | nd#gs: |*ng# | |*mb# b. | d#1259 g#159 b#io6 |

ntgsg#  pk#zg  mpHyz | t#3o51 k#1416 PHa06 |
cor. vel. lab. cor. vel. lab.

The perceptual (and/or articulatory) grounding of thesesalefinitely needs further research;
the expectation is that ‘heavy’ clusters (such as voicelahb) are perceptually less robust
word-finally, than the unmarked coronal clusters.

If we consider yet another dimension, the markedness of4finatinasal-stop clusters alters
again. This dimension is the quantity and quality of the vidvedore the cluster. Some of the
most important facts for English in connection with this dimsion are summed up below.

(34) a. Vnt#: V can be of almost any quality (excep); Vnd#: the V can be any vowel
(excepty; 1 only occurs inwind)
b. Vmp#, Vyk#: most cases occur with the low voweds a; 1, o, e are rare; there are
no such clusters with anduv
c. long/tense vowels are marked before noncoronal clusienst# (50 items),V:ind#
(61 items), but: ¥:gk#, *V:mp#, *V:ing#, *V:mb#
d. if the V before the word-final nasal—-stop cluster is loagée, it is usually non-high:

29The situation may well be more intricate than this for Erglisis traditionally claimed that English does not
contrast obstruents word-finally: they are normally uraséa, voiceless and unaspirated. Itis actually the previou
vowel (its length/quality) onto which the contrast betwéertis (‘voiceless’) and lenis (‘voiced’) obstruents is
transferred, as it were; thireatbit vs. beadbi:d ~ bi:t; pint paint vs.find farind ~ farmt.
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itfa: iz/u: fiend/wound
ou don't U
o: flaunt launch 2: laundry,
21 point o1
er paint, el change
a: slant branch a: commang
ar pint, ar find,
av count av soung,
nt ntf gk mp nd ndg ng mb

The exact phonetic grounding of the relationship betweerptie-cluster vowel and the distri-
bution of the nasal-stop cluster is still to be clarified. Bitheless, it seems that the marked
clusters cannot occur with either reduced vowels (bker long/tense vowels. This is only
possible if the place of the cluster is the unmarked corofAlHo, only non-high (mostly low)
long vowels can occur with nasal—-stop clusters, but, agaity, provided that the cluster is
coronal. Low vowels are also preferred when the cluster icamnal ¢amp, lamp, trunk,
rank, etc.). Further investigation is needed here, but it sedrasdlusters which are weakly
cued in word-final position need vowels that are the mosesgh-the low vowels—in order
to enhance their own saliengg.

4. Conclusions

The paper suggested that the phonotactics of languageaeisgrfdual, non-categorical, in the
sense that not all possible combinations are grammatioagahe various dimensions of seg-
mental contrast. The graduality of phonotactics is a ptybiat has been shown to be better
explained by a model that employs perception-based fumaitiorinciples, such as cue licens-
ing according to relative context, and phonotactic cloesdnThe phonotactic space is defined
by hierarchical perceptual difficulty scales that lineartger the various syntagmatic relations
a segment can enter into. All existing items (marked as vgllranarked) in the language are
accounted for in this model, what is more, their place in thenotactic space is also predicted:
contrasts in environments with robust perceptual cuesradiqied to occur around the ‘origin’
of the scales making up the space (their number will also bdigted to be relatively high),
whereas the marked clusters will occur at the edges. In tbdem thus, the notions ‘excep-
tional’ and ‘accidental gap’ are meaningless. Where exacthnguage draws the line between
a contrast that it makes use of and those that it does nothiisaay, but if a perception-wise
marked cluster is used in a language, then our model willipréaht all the other clusters that
are perceptually better cued will also occur in the languagaccordance with the principle of
phonotactic closedness. In some cases the perceptiondhimmay stand in conflict, it seems
that the actual ‘output’ of the conflict is arbitrary; Phoatic Closedness cannot play a role in
these caseif the conflicting scales are independent of each atk#osedness only deals with

30The findings of Burzio (2002) support these views. He suggistt both a reduced vowel as well as a long
vowel result in the loss of perception cues (especially theugs) for stops; hence after them, neutralization is
predicted to the unmarked place, the coronals.
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spaces that are defined glated markedness scales. Actually, if in the investigation of two
dimensions of a contrast it turns out that closedness isitad| it can usually be taken as an
indication that the two dimensions are incompatible, thaytcannot be related, or compared.

Further research is needed in finding and further specifyiagphonetic bases of the various
segment clusters, as phonetic grounding is the cornerstiotiees approach, the role of other
factors needs to be also considered, such as token frequamaypgy, paradigm uniformity,
phonotactic layers, etc., as well as their interaction Wittonotactic Closedness.
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